
Lecture 15:
Orthogonality
Definition : Let V be an inner product space . We say I

,
J EV

are orthogonal ( or perpendicular) if C I
,

I > = 0 .

A subset Scv is called orthogonal if any two distinct

vectors in S are orthogonal .

A unit vector in V is a rector I EV with 11511=1
.

A subset SCV is called orthonormal if S is orthogonal

and all vectors in S are unit vectors .
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e . 9 . Let H be the space of continuous complex - valued functions

on [ 0,21T ]
.

We have inner product defined by :

< f
, g >
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Also , Cfn
,

fn > = IT, )!
"

eintee.is?ntdt=zIJ?1dt
 = I

c

'

.
S is orthonormal subset of H ,



Definition : Let V be an inner product space . A subset  of V

is an orthonormal basis for V if it is an ordered basis

which is orthonormal .

Proposition : Let V be an inner product space and S={ I
, ,

. . ,Jh }

be an orthogonal subset of V consisting of non - zero vectors .

Then : tty
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Proof : Write J = ¥2
,

aivi for some as
,

Az , . . ,
AKEF

.

Take inner product with Tj on both sides gives :

< J , -vj > =

,

aicvi , Jj 7 = ajllvjh
'

4

Corollary " If
,

in addition to above
,

S is orthonormal
,

then tye Spano , I = L I. Ti > Ii
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Corollary 2 : Let s be an orthogonal subset  of an  inner product

space V consisting of non
- zero vectors - Then

,
S is linearly

independent .

c.
span ( Tri ,  

- - Tons )

Proof : If aivi  =8 for some Ji
,
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By previous proposition ,
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Prop : Let V be an inner product space and Sn={ Ii
, .  .

ion }

be a linearly independent subset  of V
. Define :

Sn
'

= { Ji
,

Ia
,

.
. .

,

In } where I
,

= in
,

and

tree "  
-  "

I:# in .

Then " Sn
'

is orthogonal and Span L Sn
' ) = span C Sn )

Tz j ,

-
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Proof : We prove by induction on n
.

For n=I
,

we simply have S ,

'
= S , .

.

-

.
The statement is

obviously true
.

Suppose the statement is true for n - m - I .

That's
, S 'm

,
= { I

, , . . . .fm , } is orthogonal and} }"ydpIII:!
Span IS 'm

- a ) = Span I Sm - i )
Now ,

consider a 1in . independent subset Sm -

- { Tv, ,
-wz

,
. .

,
my,Fm )

Then : for rtmdetwm - ji <myjY Tj ,
we

have -

-

< Tm
,

Ji ) = iwm
,

Ti > - Litmus < Tj ,
Ti > for it

, . . .int

High '

= L i> - L0m, = Oaiisv



.i Smiis orthogonal .

Also
,

Tm to since otherwise
,

Tom E Span !,S'm - , )

Span ( Sm - I )
( I

Span ( { it
. ,Tz

,
- iwm 's)

contradicting the condition that Sm is linearly independent ,

Hence
, Sm

'

= { I
, ,Jz

,
. .

,
V-my.fm } is orthogonal subset

consisting of non - zero vectors .
.

i . S 'm is linearly independent .

Also
, Span IS 'm ) C Span ( Sm ) ⇒ Sparks is ) -

- Spanish )
T t

dim =M

dim = M



The above construction of an orthogonal basis is called

Gram - Schmidt process .


